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State-of-the-Art : Printed vs Handwritten

In our work, we primarily addressed the problems of annotations extraction and writer
identification. This chapter presents a survey of the past work related to the classification of
handwritten and printed text. In the next chapter, we present a review of the existing methods for
the writer identification task. The organization of this chapter is as follows. Section 2.1 examines
the distinctiveness in the shape and statistics of the printed and handwritten content, which has
motivated us to explore the separation of handwritten andmachine printed text. In the subsequent
sections the state-of-the-art methods are described in terms of their characteristics, constraints and
the different datasets they use. Post processing techniques, which help in improving the accuracy,
are also examined. Section 2.2 reviews the classification at character level. In character-level
segmentation the whole document is broken down into characters and each character is assigned a
label as printed or handwritten. Section 2.3 reviews the classification of larger text blocks as printed
or handwritten. Section 2.4 reviews the classification of words as handwritten or printed. Correct
segmentation of words is sometimes difficult, hence textual connected components are extracted.
Section 2.5 describes the classification of pseudo words or connected components. Section 2.6
gives an overview of pixel-level classification schemes to separate annotations overlayed on the
printed text. Section 2.7 describes the methods to classify the text-lines as handwritten or printed.
Section 2.8 gives an overview of the post processing methods to improve the rate of classification.
Section 2.9 concludes the chapter with a discussion on the problems that have remained largely
unattended.

2.1 INTRODUCTION
Automatic segmentation and layout analysis of documents can be used for applications

like interpretation and machine translation of technical documents, search and information
retrieval, and mobile-based document reading order determination. Apart from its utility in OCR
processing, layout segmentation is also widely applied for document compression, document
summarization, multilingual document analysis, and ink beautification.

Layout segmentation can be studied as geometric layout segmentation and logical layout
segmentation [Haralick, 1994]. The former suggest specifying geometry of the homogeneous
regions and their relationship in a document while the latter suggests semantic labeling of the
blocks of the page [Haralick, 1994]. It is challenging to segment text and non-text regions; and it
is more difficult to segment the text as printed and handwritten. From the comprehensive survey
stated in [Govindan and Shivaprasad, 1990; Impedovo et al., 1991; Kuhnke et al., 1995; Wong et al.,
1982], it can be understood that machine-printed and hand-written recognition schemes are quite
different from each other. Table 2.1 illustrates the visual differences between machine printed and
handwritten text. So, if a document consists of both machine-printed and hand-written portions,
they should be separated before feeding them to the respective OCR systems [Pal and Chaudhuri,
1999, 2001].

Storage of enormous electronic data from scanning books and manuscripts is a concern,
which is eased by data compression techniques. For efficient compression, the document image
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Table 2.1 : Visual Differences Between Machine Printed and Handwritten Text.

Printed Text Handwritten Text
Pixel intensity values are almost similar for a
whole word.

Pixel intensity values are varies because of
varying hand pressure while writing.

Envelope straightness persist throughout the
word/text

The envelopes have large Crests and troughs.

Character shape is unique in each font type. The text shape depends on each individual
person.

The size of characters (height and width) is
constant.

The size of characters (height andwidth), is not
constant.

Inter character word spacing is constant. Inter character/word spacing always varying.
Number of black pixels to represent a character
is constant for a particular font type and font
size.

Due to varying hand pressure the number of
black pixels to represent a character is not
constant.

The variance in intensity values are less
compare to handwritten.

The variance in intensity values are more
compare to machine-printed.

The stroke width is constant for a particular
font type and font size.

Stroke width is never constant.

is segmented into its subsequent sub-images comprising text, painted pictures, photographs etc.
[Xu and Bao, 2009]. Different parts of a page need different schemes for compression [Garain
et al., 2003] and hence geometric segmentation turn out to be need of the hour for such domain.
Moreover, essentially in any practical handwriting recognition system geometric segmentation is
desired aswell. This is because handwriting is unconstrained and depends onwriters. FromPostal
Addresses Interpretation Systems to Bank-Cheque Reader Machines; from Forensic Document
Examination [Srihari and Leedham, 2003] to Automated Forms Processing, anchor detection
[Likforman et al., 2006] segmentation of the hand written and printed text is looked-for as a
preprocessing step. Sometimes we annotate the books while reading and add explanatory notes
to it. Those annotations are valuable information to further summarize the document. Likewise
sentiment analysis can be achieved by analyzing the handwritten annotations over the printed text.

2.2 CLASSIFICATION AT CHARACTER LEVEL
While at the character level less information is available; humans can still identify the

handwritten and printed characters easily. This keen observant power of human brain inspires
researchers to pursue classification at the character level. Figure 2.1 demonstrates examples of such
documentswhere the text is broken to characters and encourages segmentation of handwritten and
printed content at character level.

Table 2.2 summarizes thework for character level classification of Printed andHandwritten
text in chronological order.

Imade et al. [1993] separated Chinese characters using histograms of gradient vector
directions and luminance features. The image is divided into blocks, with an assumption of each
block is nearly encompassing a character. The features are fed into a NN to classify the blocks
as printed or handwritten. Their scheme produces an accuracy of 48% for printed and 45.5% for
handwritten character.

Kuhnke et al. [1995] studied the structure of Roman characters and found straightness
property in their contours. Hough transform was applied to measure the straightness among
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Figure 2.1 : Examples of such documents [warrelics.eu, 2010; Japanese Military Postcards, 1931] in real
environment where the text is broken to characters and encourages segmentation of
handwritten and printed content at character level.

the Roman characters of NIST Special Database. A feed forward network was adopted as the
recognition scheme and it achieved an accuracy of 78.5% on the test set. However, the recognition
performance was poor for italics characters.

Character-based procedures involve segmentation as a preprocessing step, which may
be error-prone. In view of this, [Koyama et al., 2008] proposed a segmentation free method
that locally captures the fluctuations caused by handwriting. A window nearly equal to the
character size selects local regions from the image. The spatial information within a region is
transformed into frequency domain for features extraction. Evidently, machine-printed characters
have ordered patterns of line segments while hand-written characters have unevenness of line
segments. This method is called spectrum-domain local fluctuation detection (SDLFD) method.
Finally a multi layer perceptron (MLP) was used to learn the features and it gave an accuracy of
97% for Alphanumeric Hiragana, Katakana andChinese characters. Their scheme is robust against
variation in scanning resolution.

Hitherto, the classification of handwritten and printed text is restricted to mono-lingual
documents. We now review the work that has addressed detection of handwritten characters
in multiple languages. Song et al. [2011a] proposed a technique that can extract handwritten
characters written in multiple languages from a printed document. First, the words are extracted
by morphological connected component analysis. These connected components are then grouped
together by choosing appropriatemerging rules based on the language. Since the spatial proximity
of the words can be quite distinct for different languages, different merging rules are applied
for connected components of different languages. This made it necessary to first identify the
language of connected components. Their work focused on three languages: Chinese, English and
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Japanese, which can be categorized into two classes, using strokes-composed or letter-composed
feature. Finally, words are segmented, and four kinds of features are extracted, including structure
feature, run-length feature, cross-count feature and bi-level co-occurrence feature. To further
improve results, feature optimization is performed by feature fusion algorithm, and Genetic
algorithm is applied for type classification. Finally, a Markov Random Field model is utilized
as a post-processing step to further correct the misclassification of word type by considering the
document context. Their work reported a precision of 99.25% for English, 97.58% for Japanese, an
97.10% for mixed content.

Table 2.2 : Overview of dataset, performance and methods applied for handwritten character
classification from printed text.

System Dataset Segmenta-
tion/ Clas-
sification
Scheme

Training
Data

Testing
Data

Perfor-
mance

Language

Imade et al.
[1993]

Kanji and
Kana

NN … … 48%(P),
45.5%(H)

Kanji and
Kana char-
acter

Kuhnke
et al. [1995]

NIST
Special
Database

Feed-
forward
Neural
Network

3652 char-
acters

1068 char-
acters

78.5% Roman
alphabet

Koyama
et al. [2008]

ETL char-
acter
databases

MLP 2000 char-
acters

500 charac-
ters

78.5% Alphanu-
meric, Hi-
ragana,
Katakana,
Chinese
character

Song et al.
[2011a]

Self-
created
dataset,
IAM and
Tobacco
dataset

Genetic
Algorithm

… … 99.42%
(Chinese),
99.25%
(English),
97.58%
(Japanese),
97.10%
(Mixed)

Chinese,
English,
Japanese
character

2.3 CLASSIFICATION AT BLOCK LEVEL
Now-a-days the documents have become larger in size and therefore require a longer

processing time. Rather than disintegrating a document into its atomicunits like characters, words,
text-lines and then classify as printed/handwritten, it would be fast if we do classification of large
chunks/blocks. Figure 2.2 demonstrates examples of such documents in real environment where
large chunksof single text persist and encourages segmentation of handwritten and printed content
at block level. Table 2.3 summarizes the handwritten and printed text-block classification methods
in chronological order.

Violante et al. [1995] describe a computationally efficient technique for discriminating
between hand-written and printed text on mail. The image is cleaned and foreground pixels are
separated. These pixels are glued together to a count of fixed size to form regions. From these
regions, edge straightness and profile features are extracted and fed into a NN for label prediction.
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Figure 2.2 : Examples of such documents in real environment where large chunks of text persists and
encourages segmentation of handwritten and printed content at Block Level.

An accuracy of 95% was achieved for discrimination of handwritten and printed text.

Following the application of mail-address processing [Wolf et al., 1997] also extracted
handwritten address blocks from a set of mail-pieces. Fixed sized blocks were segmented from
the mail envelops and mean gradient magnitude was computed for each block. This magnitude
on comparison with a threshold classifies homogeneous printed blocks from inhomogeneous
handwritten blocks. This heuristic approach when applied on 2000 envelopes, produced an
accuracy of 91.3%.

Kumar et al. [2011] proposed a codebook method to extract handwritten and printed text
zones from noisy Arabic document images with an accuracy of 91%. Vornoi algorithm was
applied to segment zones from a document. The shape characteristic of each zone is exploited
using a novel edge based feature called Triple-Adjacent-Segment (TAS). Using this shape feature
individual codebooks are constructed from a set of handwritten and printed text documents. The
final descriptor is constructed by concatenating the individual normalized histogram from each
codebook. An SVM classifier is trained to classify the respective zones. The TAS features are
invariant to translation, scale and rotation of text. The method is robust to the background noise
present in the image.

Zagoris et al. [2014] addressed the problem of handwritten and machine-printed text
separation using the Bag of Visual Words (BoVW) model. Their work can be divided into three
stages. In the first stage the graphical content is removed from the image and text blocks are
extracted using adaptive RLSA. In the second stage the block descriptors are computed. An
optimal codebook using a Self-Growing and Self-Organized Neural Gas (SGONG) network is
created with SIFT descriptors of handwritten and printed blocks. The third stage is a combination
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of two 1 vs rest SVM classifiers. The output of each SVM is analyzed and the final classification
of each block descriptor is made as printed, handwritten or noise. The experiments are performed
on PRImANHM dataset and IAMdataset. The method produced an accuracy of 84.2% for PRImA
dataset and 98.9% for IAMdataset. In terms of classification, the algorithm outperformsmulti-class
SVM and Random Forest approaches. Also, in terms of feature separability for each class, the
approach is less vulnerable to segmentation failures compared to the baseline Gabor features.

Emambakhsh et al. [2016] presented a template matching approach for the discrimination
of handwritten and machine-printed text blocks. The method does not require training and is
robust against occlusions and noise. Thedocument image is cleaned and text blocks are segmented.
A large gallery containing various characters written using different machine font attributes is
generated. This flexible sized gallery is used to align and match characters with the segmented
regions in a parallel fashion, using normalized cross-correlation. If theoutput of thematching score
is higher than a pre-defined threshold, the region underlying the mask in which highest matching
score is achieved is labeled as machine-printed and excluded from the image. If for all of the gallery
samples the matching scores are lower than the pre-defined threshold, the text block is labeled as
handwritten. The experimental results over PRImA-NHM dataset show 84.0% classification rate
in classifying cluttered, occluded and noisy samples.

Table 2.3 : Overview of Dataset, Performance and Methods applied for Classification of Handwritten
Text Blocks from Printed Text Blocks.

System Dataset Segmenta-
tion/ Clas-
sification
Scheme

Training
Data

Testing
Data

Perfor-
mance

Language

Violante
et al. [1995]

Mail en-
velopes

NN … … 95% English

Wolf et al.
[1997]

Mail-
pieces

Heuristic
Approach

… 2000 en-
velops

91.3% English

Kumar
et al. [2011]

10,946
Docu-
ments

Codebook
method
with SVM

732 625 Docu-
ments

91% Arabic

Zagoris
et al. [2014]

PRImA
and IAM
Dataset

BoV with
SVM

36 Docu-
ments

200 Docu-
ments

84.2%
PRImA,
98.9% IAM
accuracy

English

Emam-
bakhsh
et al. [2016]

PRImA Template
Matching

… 100(H),
415(P) seg-
ments,

84% English

2.4 CLASSIFICATION ATWORD LEVEL
Documents containing mixed types of text (printed and handwritten) are increasingly

present in business and academic environments. They result frequently from annotating printed
documents such as bills, administrative forms, birth-certificates, letters, etc.

Often text discrimination as printed and handwritten is done at the word level because the
the best classification is achieved at word level [da Silva et al., 2009]. Such type of segmentation
level is applicable where the text lines are composed of both printed and handwritten text. Figure
2.3 demonstrates examples of such documents in real environment where mixed types of text
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persists and encourages segmentation at word level. Table 2.4 summarizes the word-based
handwritten and printed text classification methods in chronological order.

Figure 2.3 : Examples of such documents [Genealogy Photos, 2010; Birth Certificate, 2018] in real
environment where mixed types of text persists and encourages segmentation of
handwritten and printed content at word/connected component Level.

Guo and Ma [2001] applied HMM as a classification scheme to classify pre-segmented
words. Since HMM is associated with sequential learning, it requires constructing an observation
sequence for theword. Thiswas achievedby segmenting aword into individual letters represented
by bounding boxes. The letter in each word can form the observational sequence. The observation
sequence was obtained by concatenating projection profiles from individual letters that are within
the word. Post processing based on neighborhood scheme further improves the results. They
achieved a precision of 92.86% and a recall of 72.19% for 187 handwritten words. However, the
method identified overlapping words as handwritten words, and also, the method is difficult to
adapt to the structure of languages like Chinese and Japanese.

Presence of noise usually produces erroneous results and hence needs to be addressed.
Zheng et al. [2004] trained Fisher classifiers to classify each word into machine printed text,
handwriting, and noise. Morphological operations were used to find CC which are merged
to form complete words by applying spatial proximity. For each word, properties such as
stroke orientation, complexity and length were extracted along with texture and structural
properties. Finally, contextual information was incorporated intoMRFmodels to further refine the
classification result. Evaluation was done on Tobacco Industry dataset consisted of 318 annotated
documents, and the method achieved an overall accuracy of 97.3%. Although the system has
acceptable accuracy, yet it classifies the noise and other non-text regions as handwritten words.

Anotherwork thatmakes use of only texture features to developa font independent scheme
was reported in [Farooq et al., 2006]. They extracted a 12 dimensional feature vector by applying 12
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Gabor filters at different scales and orientations to classify words as printed or handwritten. These
features are fed into a probabilistic neural network to produce classification precision of 94.62% on
Arabic script.

A rule-based classification schemewas developed by da Silva et al. [2009] to classify a word
as printed or handwritten. They applied the WEKA rule-based classification system to segment
handwritten words from IAM datset. They mined structural features by WEKA tool during the
training phase of the system. They also experimented on their own dataset. Their work reports
an overall precision of 97% on printed and recall of 98% in handwritten words. However, their
dataset is free from logos, figures, tables, graphs or another type of element.

Zemouri and Chibani [2011] exploited the structural properties of printed or handwritten
characters in word and suggested to use the Radon transform as a discriminating feature. They
observed that the shape of printed characters is more or less stable within a text word while
the distribution of the shape of handwritten characters is quite diverse. Radon features are
concatenated with statistical features trained an SVM classifier for a robust separation of the two
classes. They reported an accuracy of 98.08% on the IAM dataset.

In real world scenario documents are generally composed of noise and graphical contents.
The work by Belaïd et al. [2013] aimed to separate the printed and handwritten text on documents
with noise and graphics. They used multiclass SVM for classification and applied k-d trees for
context labeling as a post processing scheme. Their work achieved an accuracy 90% on a smaller
dataset. Though they classified words but their evaluation measure was based on pixels hence all
test documents got perfectly labeled at pixel level.

Awal et al. [2014] addressed the problem of printed and handwritten word separation in
real noisy documents. Connected component analysis was used to break down the document
into pseudo lines and then to pseudo words. Their work primarily aimed to introduce and
compare post processing schemes to classify the pseudo words as printed, handwritten or noise.
To extract pseudo lines and pseudo words a proximity string segmentation algorithm was
used. A vector of 137 features was extracted from each pseudo-word and a multi-class SVM
with Gaussian kernel was used to assign an appropriate label. The results are improved by
contextual relabeling which results in an accuracy of 97.3% and 99.5% for handwritten and printed
word respectively. However, there is further scope to improve the performance for documents
comprising overlapping text and graphical contents.

Segmentation of handwritten text in not limited only to a single script document. Echi
and Saidani [2014] could segment Arabic and Latin handwritten words when trained together by
Bayes (AODEsr) classifier. They also compared performances of five classifiers: Bayes (AODEsr),
k-NN, Decision Tree, SVM, MLP. Among them, Bayes (AODEsr) is rated best with an average
precision and recall rates for identification as 98.72% using a set of 58 features, which included
word-based profile features, structural features, connected component profile features, run-length
and co-occurrence features.

Ricquebourg et al. [2014] applied boosting for discriminating handwritten/printed words
and compared it with an SVM classifier . They used high dimensional feature set for classification.
Features included width, height, surface, pixel-value average, center of inertial coordinates,
moments of inertia, Zernikemoments and histograms of 8-contour directions using Freeman chain
code representation. Their work reported an overall precision of 95.28% using the Bonsai Boosting
method which is comparable to SVM, which reports a precision of 95.90%.

Malakar et al. [2013] applied decision tree with feature ranking to classify the printed and
handwritten words. They used six gray-level statistical features and extracted a feature vector of
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six dimensions from each word. They achieved an overall precision of 96.8%. However, noisy
words were most of the time misclassified.

Table 2.4 : Overview of Dataset, Performance and Methods applied for Handwritten Words
Classification from Printed Text.

System Dataset Segmenta-
tion/ Clas-
sification
Scheme

Training
Data

Testing
Data

Perfor-
mance

Language

Guo and
Ma [2001]

Own
Dataset
25 Images

HMM … 187 Hand-
written
Words

92.86%
preci-
sion,72.19%
recall

English

Zheng
et al. [2004]

Tobacco
Industry
Litigation
Archives

Fisher
Classifier

224 Docu-
ments

94 Docu-
ments

98.1% ac-
curacy

English

Farooq
et al. [2006]

Self-made
Dataset

EM based
NN

29 Docu-
ments

5 Docu-
ments

94.62%
precision

Arabic

da Silva
et al. [2009]

IAM,
Forms

WEKA
tool

… 1404 (P),
2029 (H)
words

97.51%(P)
97.54%(H)
for IAM,
97.17% (P),
99.47% (H)

English

Zemouri
and
Chibani
[2011]

IAM SVM 21 Docu-
ments

21 Docu-
ments

98% accu-
racy

English

Belaïd et al.
[2013]

Indus-
trial Docu-
ments

Multiclass
SVM

75 Docu-
ments

300 Docu-
ments

90% accu-
racy

English

Awal et al.
[2014]

ITESOFT SVM 107 Docu-
ments

202 Docu-
ments

98.9% ac-
curacy

English

Echi and
Saidani
[2014]

IAM, IFN-
ENIT

Bayes
AODEsr
classifier

… … 98.72%
precision

Arabic,
English

Ricque-
bourg et al.
[2014]

Maurdor
campaign
Dataset

Adaboost
(Bonzai-
boost)

500,000
words

181,239
words

95% preci-
sion

English,
French

Malakar
et al. [2013]

Self-made
Dataset
(2000
words)

Decision
Tree with
feature
ranking

250(H)
+ 250(P)
words

750(H)
+ 750(P)
words

96.80%
accuracy

English

2.5 CLASSIFICATION AT CONNECTED COMPONENT LEVEL
Simple methods with lesser preprocessing overheads are generally preferable. Connected

Component (CC) analysis is preferred for high-speed real time segmentation and recognition
systems. A patch is defined to be a region in a document such that if a rectangular window (size
determined dynamically or statically) is drawn with each foreground pixel within the patch as its
center, then the window shall not contain any foreground pixel from another patch. Figure 2.3
demonstrates examples of such documents in real environment where mixed types of text persists
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and encourages segmentation at connected component level. Table 2.5 summarizes the connected
component based handwritten and printed text classification methods in chronological order.

In one of the earliest work, [Franke and Oberlander, 1993] reported a method to check
whether a CC is printed or handwritten. The height, width, gap and center-distance histogram
features are extracted fromwithin the minimum bounding box of a CC. Every histogram feature is
passed individually to a polynomial classifier and its output is recorded. Finally, majority voting
on the classifier outputs predicts the label for the CC.

Srihari et al. [1996] worked for automated forms processing for reading names and
addresses on tax forms of the U.S. Internal Revenue Service. Fisher's classifier was used to
discriminate hand-print/machine-print CC. For each CC, six distinctive features are computed,
such as standard deviation of connected components width and height, average component
density, aspect ratio, height and width. The classifier is trained for discrimination on 11013
documents and was tested on 800 postal address documents with a correct discrimination rate
of 95%.

Santos et al. [2002] suggested to use content related features and shape related features to
characterize handwritten text on bank check images. To extract the CC, a fixed size framewasused.
All the features were fed into an MLP and label for each CC is predicted. In order to improve the
misclassification rate, post processing based on neighborhood was applied

In a contemporaryworkbyKavallieratou et al. [2002], decision ruleswere applied to classify
the CC's. For each CC a set of geometrical and structural features are extracted. The extracted
feature values are sequentially tested against a set of four decision rules and accordingly decision
labels are predicted. Their method achieves an accuracy of 96% on IAM forms.

Jang et al. [2004] used an MLP classifier to classify the machine-printed and handwritten
addresses on images of Koreanmail. The address image is mined to select valid CC bymerging the
smaller CC to form larger CC. Using geometric features extracted from each valid CC and training
an MLP yielded an accuracy of nearly 99% for 3,147 testing images.

Likforman et al. [2006] addressed the problem of automatic extraction of names from
UW English Document Database and facsimile images collected within the Majordome Project
(2000-2003). Classification of printed and handwritten text is their pre-processing step. In their
approach, morphological operations are used to extract CC's and termed as pseudo words. A set
of statistical features for a pseudo word image is computed and used to train a neural network for
classification. The work reported an overall accuracy of 77.2%.

As the electronic age is progressing, camera enabled devices have become popular and
therefore instead of conventional scanners, cameras are commonly used to capture document
images. A major problem in using cameras is the limited resolution and background noise that
makes it difficult to process the electronic document for further OCR processing. To address this
challenge, [Shetty et al., 2007] used neighboring context to automatically label extracted patches as
machine printed, handwritten or noise. A simple region growing algorithm was used to extract
relevant patches from the document. Labels for these patches were inferred using a CRF model
with Gibbs sampling. The model parameters are estimated by maximum pseudo-likelihood while
the model is learnt using conjugate gradient descent. The feature set is built by a set of structural
features and neighborhood features. The CRF model produced an accuracy of 95.75% on 27
documents of Tobacco dataset.

The work stated in [Kandan et al., 2007] describes a two level classification algorithm to
discriminate the handwritten elements from theprinted text. At the first level theCC's are extracted
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and seven invariant central moments are computed. These feature are used to train an SVM and
a NN classifier. At the second level, the labels predicted by these classifiers are post processed
for better classification. Delaunay triangulation is used to reclassify the mis-classified elements.
The method reports an accuracy of 87.85% when using NN, and 83.22% when using SVM. The
proposed technique is independent of size, slant, orientation and translation in handwritten text.

The task of annotation extraction gets difficult when the text content is sparse in the
document. In this context, Chanda et al. [2010] proposed a method that achieved promising results
of 96.90% accuracy, even when the document contains sparse data with arbitrary orientation.
Prior to CC extraction, some preprocessing steps like region growing, and angle estimation using
Principle Component Analysis are performed in order to resolve the arbitrary orientation issue. A
chain-code histogram feature is used with an SVM classifier.

The work by Pinson and Barrett [2011] used template-based approach to separate the
printed and handwritten text in administrative forms. Their work is inspired by Eigenfaces
algorithm that is used for font and character recognition. They created 5,957 representative
templates of fonts and styles of characters, numbers, punctuation and symbols. From these
templates a hyper-dimensional character space is constructed from SVD and eigen value
computations. Each extracted connected component is projected on to this space and is classified
as printed or handwritten on the basis of a thresholded distance value. The method recorded 98%
machine print precision and 28.95% handwriting precision. However, misclassification arises due
to different font size and overlay printed text.

Benjlaiel et al. [2014] separated multi-oriented handwritten textual annotations based on
internal and external shape analysis of a connected component. They used Gabor features,
invariant moments and Fourier transform to capture shape and let the k-NN classifier to decide
the category of the CC. Their method produces an accuracy of 98.48% for 301 documents.

With the increase in the application of codebook methods, [Barlas et al., 2014] applied
codebooks to classify handwritten and typed CC. For codebook generation, the external contour
of the CC is extracted and small segments of fixed length are drawn. These segments are termed
as fragments. These extracted fragments are represented by a chaincode histogram (CCH) and
using them a codebook is created from a 2D Self-Organizing Map (SOM). The descriptors formed
during vector quantization are fed into anMLP classifier which will predict the category of the CC.
The codebooks are generated with Arabic and Latin CCs. For the codebook construction IFNENIT
Arabic and RIMES Latin databases are used and for training the MLP classifier the MAURDOR
dataset in Arabic and Latin is accessed. Their method achieved a precision of 79.0% for printed
and 80.7% for handwritten. In the end, the labeled RLSA is applied to merge the CCs and form
blocks of handwritten and printed data.

Annotations are not limited to text but there are many ways in which a document can
be annotated. Pandey and Harit [2015] addressed the problem of multi-oriented handwritten
text extraction in uncontrolled scenario. They geometrically segmented the complex cases of
handwritten annotations, including marks, cuts and special symbols along, with the regular text.
After morphologically CC extraction spectral partitioning is adopted as the segmentation scheme
to separate the printed text and annotations. A new feature, called Envelope Straightness, was
developed and included in the feature set along with other five statistical features. This led
to an improvement of accuracy over the state-of-the-art features. In the framework of spectral
partitioning, the addition of a new feature helped to achieve a recall of 98.39% for printed text and
a precision of 85.40% for handwritten annotations on a dataset of 40 images (see Figure 2.4). IAM
dataset has achieved a recall of 81.89% for printed text and a precision of 69.67% for handwritten
annotations.

19



Figure 2.4 : Multi-oriented Handwritten Dataset used by the work [Pandey and Harit, 2015].

The work presented by [Awal and Belaïd, 2017] addressed the problem of handwritten
and printed text separation in Arabic document images. After document cleaning and orientation
correction, the CC called pseudo words were extracted. A total of 137 features were extracted
from the pseudo-word. These include statistical and geometric features. A local classification step,
using a Gaussian kernel SVM, associated each pseudo-word into either handwritten or printed
class. During post processing the labels propagate in the pseudo-word's neighborhood in order to
recover from classification errors. The proposedmethodology achieved a separation rate of around
90%.
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Table 2.5 : Overview of dataset, performance and methods applied for classification of handwritten
connected components from printed connected components.

System Dataset Segmentation/
Classification
Scheme

Training
Data

Testing
Data

Performance Language

Franke and
Oberlander
[1993]

Mails Polynomial
Classifier

4000 CC 4000 CC 5% error English

Srihari et al.
[1996]

Tax forms Fisher's
classifier

11013
documents

800
Documents

95% English

Santos et al.
[2002]

70 Brazilian
Banks
cheques
Images

MLP 6772 CC 5035 CC 88%
accuracy

English

Kavallieratou
et al. [2002]

IAM
Dataset

Decision rules … … 96% English

Jang et al.
[2004]

Korean
Mail Piece

MLP 9,028 CC 3,147 CC 98.9% Korean

Likforman
et al. [2006]

UW
English
Document
Database
facsimile

Neural
Network

960 words
Documents

… 77.2%
accuracy

French,
English

Kandan
et al. [2007]

Official
Documents

SVM, NN
classifier

350
documents

1,678
handwritten
CC

87.85%
with NN,
83.22%
with SVM

English

Shetty et al.
[2007]

Tobacco
industrial

CRF 3700
patches

3800
patches

95.75% English

Chanda
et al. [2010]

Self-made
dataset

SVM 1500
Documents

… 96.90% Roman
script

Pinson
and Barrett
[2011]

NIST SD19 Eignface
algorithm

… 360
binary
images

71.05% for
handwritten
and 98.21%
for printed

English

Benjlaiel
et al. [2014]

Self-made
Dataset

k-NN … 301
documents

98.48% English

Barlas et al.
[2014]

MAURDOR
Dataset

Codebook
with MLP

(25000 × 3)
samples

… 79.0% (P),
80.7% (H)
precision,
83.6% (P),
75.7% (H)
recall

French,
English,
Arabic

Pandey and
Harit [2015]

Self-made,
IAM

Spectral
Partitioning

… 40
documents

98.39% (P),
85.40% (H)
precision

English

Awal and
Belaïd
[2017]

Arabic real
dataset

SVM … … 90% Arabic
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2.6 CLASSIFICATION AT PIXEL LEVEL
Pixels are the basic units of images. While annotating a document it may happen that the

hand-marked annotations get overlapped on the printed text. For such cases, separation at pixel
level is desirable. Figure 2.5 demonstrates examples of such documents where annotations overlap
with the text and call for a segmentation of handwritten and printed content at pixel level.

Figure 2.5 : Examples of such documents [Peng et al., 2013; Pandey and Harit, 2015] in real environment
where the text is of overlapping nature and encourages segmentation of handwritten and
printed content at Pixel Level.

Table 2.6 presents a tabulated summary of the work on classification of printed and
handwritten pixels in chronological order.

Nakai et al. [2007] developed a method based on alignment matching for separating out
the marginal annotations. The document is scanned in its original form, and then again after it
has been annotation. The annotations are extracted by point matching the annotated document
with the original document. On a dataset of 327 document images, the marginal annotations were
extracted with a precision of 78%.

Nakai et al. [2008] also used alignment matching, but were able to improve annotation
extraction by removing image degradation while scanning. Annotations were extracted by
subtracting the original document image from the annotated document image. A major problem
of annotation extraction is that images suffer from slight displacements even after doing local
alignment. Rough handling can contaminate an annotated document by adding noise to it.
Moreover, the noise reduction step can have the side effect of removing noise as well as
annotations. Alignment matching is difficult in such situations and instead of using common
alignment matching parameters, its better to use different parameters for different areas. In the
method proposed by Nakai et al. [2008], the input image is divided into several patches and the
alignment parameters are computed. For matching purpose, the parameter value for a patch is
computed as the median of the four neighborhood values. This reduces errors due to distortion or
change in alignment and produces a recall of 80.94% and precision of 85.59%.

Peng et al. [2013] suggested to use coherent pixel aggregation scheme to separate
handwritten text from the overlayed printed text. The contrast of a handwritten pixel in context
with the neighborhood pixels is captured by shape context feature [Belongie et al., 2002]. The
overlapped text image ismodeled by a graphwhere pixels are connected to their nearest neighbors.
The neighboring pixels are clustered based on the variance in their shape descriptors. The process
continues for the growing pixel segments till a pre-defined threshold. To further improve the
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results, MRF is applied as a post processing scheme and this yields an accuracy of 86.82%.

For overlay text separation [Seuret et al., 2014] suggested a window-based method to
classify the pixels. Feature extraction was done for each window and a large set of statistical and
geometric features were extracted at every pixel from its square neighborhood. The pixels weree
classified as printed or handwritten by a standard MLP. The final result was rectified by applying
post processing techniques based on heuristics. The dataset comprised 102 high quality colored
documents annotated by 15 different authors in Chinese, Cyrillic, English, Arabic and Latin. The
whole system was trained and validated with 78 documents and the remaining were used for
testing. It reached an accuracy of 97.70% for validation data and 96.10% with test data. The best
results were obtained for Chinese and Cyrillic, while for Latin the results were comparatively
inferior.

Table 2.6 : Overview of Dataset, Performance and Methods applied for Classifying Handwritten Pixels
from Printed Pixels.

System Dataset Segmenta-
tion/ Clas-
sification
Scheme

Training
Data

Testing
Data

Perfor-
mance

Language

Nakai et al.
[2007]

327 Doc-
uments
from Mag-
azines and
Newspa-
pers

Point
Matching

… 327 Docu-
ments

78% Chinese,
Japanese

Nakai et al.
[2008]

self-
created
Dataset

Alignment
Matching

… 100 pages recall
80.94%,
precision
85.59%

Japanese

[Peng et al.,
2013]

Self-
created
over-
lapped
dataset

Aggrega-
tion coars-
ening

110
patches

110
patches

86.82% English

Seuret et al.
[2014]

PRImA MLP 1000000
patches

500000
patches

96.10% Chinese,
Cyrillic,
English,
Arabic,
Latin

2.7 CLASSIFICATION AT LINE LEVEL
The need for OCR in business, academic, and personal usage is increasing rapidly. OCRs

are now expected to be fast and efficient. Digitizing the handwritten content is the need of the
era and this requires segmenting the handwritten content from the printed text line by line and
then recognizing it. Figure 2.6 demonstrates examples of such documents where there are long
text-lines of single category (i.e. containing all handwritten or all printed text) and this encourages
segmentation of handwritten and printed content at text-line level. Table 2.7 presents abridged
description for the classification of printed and handwritten text-lines in chronological order.

Printed characters posses regularity in arrangement. On the other hand, the handwritten
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Figure 2.6 : Examples of such documents [Lin Yangchen, 2015; Nathan Raab, 2017] where long
independent text-lines of single category persist and encourages segmentation of
handwritten and printed content at text-line Level.

characters, more often, do not depict regularity in arrangement. Based on this fact, Fan et al. [1998]
proposed a method to classify and separate the handwritten text lines from printed text. Each
text line is divided into their corresponding characters or sets of characters using XY cuts. These
blocks are termed as character blocks. These blocks are then classified as handwritten and printed
character blocks based on the degree of straightness. The center bottom point for each character
block in the text line is located. The distribution of these points aids to compute the degree of
straightness in a text line. It is observed that the distribution of such points in character blocks is
regular for machine-printed texts, and irregular for handwritten texts. This feature is more stable
for a variety of languages and termed as character block layout variance. The experiment was set
on 25 handwritten and printed English and Chinese documents in 7 different fonts. The accuracy
achieved was about 86%.

Pal and Chaudhuri [1999] addressed the need of multi-script OCR for Indian languages. A
tree-based classification approach is used to segment handwritten and printed text lines of Bangla
and Devnagari. In the preprocessing step, RLSA along with histogram based thresholding is
applied to segment text-lines. A set of upper and lower profile features are extracted for each
text-line and given to a tree classifier to label them as printed and handwritten. It reports an
accuracy of 98.3% on 100 images from question papers, money order form, application form, letter
etc., in Bangla and Devanagari. The given approach is size and font independent. However, for
short text-lines with one or two words the scheme produced incorrect results.

In extension to the previous work, [Pal and Chaudhuri, 2001] proposed a feature that
separates machine-printed and hand-written text lines. The new feature was inspired from [Fan
et al., 1998]. This feature could find the straightness of a given text-line. It is termed as character
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lowermost point standard deviation (CLPSD). The classification method had two steps. The first
step used a set of statistical features to classify a text line as handwritten or ambiguous. The next
step further classified an ambiguous line as printed or handwritten using CLPSD features. This
methodwas tested on 600 different documents of Bangla andDevanagari andachieved an accuracy
98.6%. Due to script similarity, their method can be applied to other Indian languages also, such
as Marathi, Assamese, and Punjabi.

Kavallieratou and Stamatatos [2004] also exploited the structural properties of printed and
handwritten text-lines. Images are skew corrected using the Wigner-Ville distribution (WVD)
[Boashash andO'Shea, 1994] and text lines are located by run-length smearing algorithm. For every
text-line the ascender, descender and core zones were marked and based on them three sets of
features were extracted. Discriminant analysis with Mahalonobis distance was used to predict for
unseen cases. The experimentwas performedon twodatasets: IAM-DB (English text) andGRUHD
(Greek text) for 50 documents and a classification accuracy of 98.2% was achieved. However, the
method misclassified short handwritten text lines with usually one or two words.

Table 2.7 : Overview of Dataset, Performance and Methods applied for Handwritten Text-line
Classification from Printed Text-line.

System Dataset Segmenta-
tion/ Clas-
sification
Scheme

Training
Data

Testing
Data

Perfor-
mance

Language

Fan et al.
[1998]

25 Doc-
uments
from Mag-
azines and
Newspa-
pers

Heuris-
tic based
method

… 25 Docu-
ments

86% Chinese,
English,
Japanese

Pal and
Chaudhuri
[1999]

Self-made
Dataset

Tree based
Classifier

… 100 Docu-
ments

98.3% Bangla,
Devana-
gari

Pal and
Chaudhuri
[2001]

600 Docu-
ments

Heuris-
tic based
method

… 600 Docu-
ments

98.6% Bangla and
Devana-
gari

Kavallier-
atou and
Stamatatos
[2004]

IAM-DB,
GRUHD

Discrimi-
nant Anal-
ysis

50 Docu-
ments

… 98.2% English,
Greek

2.8 IMPROVING THE CLASSIFICATION RATE: POST PROCESSING
The classification performance gets drastically affected by the presence of artifacts when

categorizing the text as printed or handwritten. A major trend of research in this area is to first
segment the document into individual basic units, classify them into intended categories, and then
do post processing, i.e., reconcile this classification by a neighborhood technique to recover from
classification errors. Single errors in the classification of text as handwritten or printed can be
corrected by inspecting and reconciling with the neighbourhood word. This means that if a word
classified as handwritten is nested in a machine printed text line and its neighbors are machine
printed, then this wordwill be relabeled asmachineprinted. On the other hand, if a word classified
as machine printed has no line forming information and is surrounded by handwritten words,
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it will be re-labeled as handwritten text. Table 2.8 lists the post processing methods along with
their contributions in performance improvement for handwritten vs printed text classification. The
work reported by [Guo and Ma, 2001; Santos et al., 2002; Shetty et al., 2007] applied the above
neighborhood post-processing to rectify the results.

Due to unconstrained annotation style, it may not be necessary that we always have
straightness of lines in our text. For such scenarios, there is need of post processing methods that
dynamically find their neighbors. Examples of such schemes are Contextual re-labeling [Zheng
et al., 2004; Belaïd et al., 2013; Seuret et al., 2014; Awal et al., 2014; Awal and Belaïd, 2017] and
Delaunay triangulation [Kandan et al., 2007].

2.8.1 Delaunay Triangulation
Delaunay triangulation [Davoine et al., 1996] of a set of non-degenerate vertices is defined

as the unique triangulation with empty circles, i.e, no vertex lies inside the circumscribing circle
of any Delaunay triangles. Delaunay triangulation carried out on printed or handwritten text has
the following properties:

1. The lengths of the sides of most triangles in a printed text region are similar as compared to
the lengths of the handwritten text.

2. Triangles in the printed text have their longest and similar sides link the point pairs
separating two adjacent text lines.

3. The heights of the triangles in the printed text region are uniform.

2.8.2 Contextual Re-labeling
Contextual relabeling is a two-step process:

1. Identifying the neighbors of the pseudo-word
2. Re-labeling

Awal et al. [2014] stated that contextual re-labeling is operated by three different grouping
techniques:

1. k-NN : It is based on searching of the k nearest neighbors. If more than 50% of neighbors share
the same label, then the majority label is assigned to the central component. This majority is
decided by a pre-defined threshold supplied manually.

2. k-NN with constraints: Some constraints are added to avoid small components to interfere
with the label updating. Hence, before flipping the pseudo-word label, a test is performed
to check whether the accumulated number of pixels in the neighbors is significant compared
to the number of pixels of the main component.

3. Confidence Propagation: At times there is an isolated handwritten component which needs
no alteration to its label. To avoid such random updates, the classifier confidence of the
nearest horizontal neighbor is used. If the neighbor is stronger than that of the pseudo-word,
the neighborhood class is assigned. A Gaussian function weighs the neighbor confidence by
its distance to the pseudo-word.

Awal et al. [2014] proposed three post-processingmethods whichwere used by [Farooq et al., 2006]
to improve the classification results for Arabic. They proposed three methods:
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1. CRF relabeling: CRF is directly applied on pseudo words to estimate the classification
confidences of each pseudo word. The neighborhood of a pseudo word comprises its
left/right horizontal neighbors. The output probabilities of the local classifier and structural
features like height ratio, position ratio and density ratio from neighborhood are selected as
features to train the CRF.

2. Grouping by pseudo-lines (CRF Probabilistic Method) Grouping of the pseudo lines is done
by modeling the logical relationship between its pseudo-words, in addition to the spatial
relationships along the horizontal direction. For the probabilistic model, CRF is trained with
features such as: Height ratio, Density ratio, CC count ratio and Inter-CC distance variance
ratio.

3. Grouping by pseudo-lines (Determinstic Method) In the deterministic model the median
height for the entire pseudo line is calculated and compared with each pseudo word of the
same pseudo text line.

Table 2.8 : Overview of Post Processing Methods applied for Classification of Handwritten Text Printed
Text.

System Post Processing Performance Im-
provement Rate

Language

Guo and Ma [2001] Neighborhood Anal-
ysis using Threshold

… English

Santos et al. [2002] Neighborhood Anal-
ysis using Threshold

… English

Zheng et al. [2004] MRF contextual rela-
beling

2.1% English

Kandan et al. [2007] Delaunay triangula-
tion

… English

Shetty et al. [2007] Neighborhood Anal-
ysis using Threshold

… English

Song et al. [2011a] MRF … English, Chinese,
Japanese

Belaïd et al. [2013] kd trees contextual
relabeling

… English

Awal et al. [2014] CRF contextual rela-
beling

1.3% English

Seuret et al. [2014] CRF contextual rela-
beling

1.2% English

Awal and Belaïd
[2017]

Pseudo-line based
extension

5.1% Arabic

2.9 CONCLUSION
In this chapter, the state-of-the-art methods for printed and handwritten text classification

are reviewed. The distinguishing properties of hand printed and machine printed text are
illustrated in Table 2.1. These characteristics have influenced the design of different features to
discriminate between the two classes. Although, few methods are there that have considered
classifying overlay text, it is found that most of the literature concerns with the problem of
classifying well separated text as printed and handwritten. Most of the existing work has
confined to considering handwritten annotations as textual and therefore restricted the analysis
to characters, words, lines, or connected components. But, in the general case, handwritten
annotations can include anything written or drawn by hand. They can be cuts, crosses, arrows,
underlines, pictures, flowcharts, inline text, and special symbols. Hence, there is a need to consider
other annotations also, apart from only handwritten text. There is a need to develop newmethods
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and features that can categorize the annotations and can extract annotated regions of, say, only
a specific type of annotation. Following this, in the subsequent Chapters 4, 5 and 6 we present
proposals of new features and methods to distinguish printed text from complex annotations. In
the next chapter we present a survey of the past work on off-line writer identification.

…
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